
A Why-Not explanation is a set of edges  𝐴∗ ⊆ 𝐴, 𝐴 ∈ {𝐴 + , 𝐴−}, with 𝐴+ = {𝑎+ | 𝑎+ = (𝑢,𝑖) ∉ 𝐸,𝑖 ∈ 𝐼 }, 
and 𝐴− = {𝑎− | 𝑎− = (𝑢,𝑖) ∈ 𝐸,𝑖 ∈ 𝐼 }, such that 𝐺 ′ = (𝑉 , 𝐸′ , 𝜃), with 𝐸 ′ = 𝐸 ∪ 𝐴 + \ 𝐴−, outputs WNI as 
the top-1 recommendation.
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Motivation

EMiGRe: a Framework for Explaining Missing Graph Recommendations2

Evaluation

Why-Not Question: Why is an item not recommended ?

Goal:
• Explain the absence of certain items from a user’s recommendation list.
• Provide personalized, and causal, actionable explanations for missing results 

using user activity. 
Challenges: Vast Search Space

• Optimize for Time.
• Optimize for Explanation Size.

A+= {(2,9)}
“If Paul reads Lord of the Rings, the 

recommendation will be Harry Potter”

Add Mode
Suggests NEW ACTIONS

A-= {(2,11), (2,14)}
“If Paul had not read Candide and C the 

recommendation, would have been 
Harry Potter”

Remove Mode
Pinpoints PAST ACTIVITY 

Phase 1: Explanation Search Space

Phase 2: Why-Not Explanation Computation

Top-1 Comparison

Compares the ranking of the WNI and rec.

Incremental

Targets FASTER solutions by increasing the 
size of the explanation on each iteration.

Powerset

Targets SHORTER solutions by exploring 
more widely the solution space.

Explanation Heuristics

Experimental Process:
• Target users: 100 random “normal” users from an Amazon Dataset
• Graph: 4-radius subgraph around the target user node
• Why-Not item: items ranked 2 to 10 in the recommendation list

add_Incremental

add_Powerset

add_ex

remove_Incremental

remove_Powerset

remove_ex

remove_ex_direct

remove_brute

Success Rate (Percentage of cases for which EMiGRe found an 
explanation )

• Low success rate in Remove Mode because of the limited 
candidate space.

• Add Mode is more successful than Remove Mode.
• Best heuristic: Exhaustive Method in Add Mode

Explanation Size

• Low explanation size for all heuristics (< 3 on average).
• Remove Mode, best heuristics: Exhaustive and Powerset.
• Add Mode: low (or minimum) explanation size for all.

Baselines:
• Brute force (remove mode): to evaluate the computation time and explanation size
• Exhaustive Comparison Direct: to evaluate the need for the check step (the 

computation stops after the first result is provided)

Personalized Graph-Based Recommendation system1
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Sort candidate edges using their contribution to the recommendation in two modes.

Compute the explanation from the candidate edges based on the following heuristics.
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Exhaustive Comparison

Compares the ranking of WNI and ALL target items.

Targets more COMPLETE solutions.

Why Not 
Harry 

Potter?

Average runtime in seconds per method (a) in the general case, (b) when an 
explanation is found, and (c) when no explanation is found.

Computation Time
• Most methods are time consuming.
• The Exhaustive Comparison method in Remove Mode is 

comparable to brute force.
• Incremental Methods give fast results, both in Add and Remove 

Modes.
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5,788,316,54add_Incremental
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315,3115,32287,91remove_Powerset
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